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Pairwise Comparison
(A/B test, user preference)



https://artificialanalysis.ai/text-to-image/arena



https://artificialanalysis.ai/text-to-video/arena
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K: constant (=32)
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Automated Metrics
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Why is FID so popular?
• Better than other metrics 
• vs.  Inception Score (IS), density estimate with Parzen window

•Model agnostic
• vs. Perceptual Path Length (PPL) and log likelihood

•Cheap and fast to compute
• vs. Classification Accuracy Score

•Cover both diversity and realism 
• vs. precision and recall 

• Easy to reproduce 
• vs. user studies 



Known issues with FID

•The Gaussian Assumption. 

•The large number of images required. 

•The low-level image processing details.

•The choice of feature extractor. 



Known issues with FID

•The Gaussian Assumption. 



Our goal is to model complex distribution
• Two Gaussian Toy Example

Image credit: Yang Song



Single-category dataset

Flickr-Faces-HQ Dataset (FFHQ) [Karras et al., 2018]



In the wild text-to-image synthesis

“A teddy bear on a skateboard 
in Times Square.”

“teddy bears mixing sparkling 
chemicals as mad scientists in a 
steampunk style”

Diffusion models
(DALL-E 2, Imagen, SD)

Autoregressive models
(Image GPT, Parti)

A photograph of the inside of a subway train. 
There are raccoons sitting on the seats. One of 
them is reading a newspaper. The window shows 
the city in the background.

GANs, Masked GIT
(GigaGAN, MUSE)



Known issues with FID

•The Gaussian Assumption. 

•The large number of images required. 



FID vs. Kernel Inception Distance (KID)
• Computing covariance matrix requires lots of samples. 
• At least 2048 (for 2048d features), preferably 10K-50K. 
• Use KID if you have a small training/test set.

[Binkowski et al., ICLR 2018], [Chong and Forsyth., CVPR 2020]



Known issues with FID

•The Gaussian Assumption. 

•The large number of images required. 

•The low-level image processing details.



Low-level image processing details



Downsampling a circle

input image
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Downsampling a circle

prefiltering the image
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Downsampling a circle

prefiltering the image
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Downsampling a circle
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PyTorch TensorFlow

OpenCV MXNet

(with default flags)

PIL

> Fixed filter aliases, similar to naïve nearest.
> Current FID implementations use fixed filter resizing. 



Downsampling an FFHQ image

1024
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Downsampling an FFHQ image

1024
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Downsampling an FFHQ image

1024

fixed-width prefilter adaptive prefilter



Changes in Inception Features
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prefilter



Changes in Inception Features
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Changes in FID
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> Different resizing functions 
result in vastly different 
evaluation scores. 

> aliased resizing deceptively 
causes improvements in the 
metric. 



JPEG Compression
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JPEG Compression

PNG
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quality = 000   

𝐹inception JPEG-75JPEG-90



JPEG Compression

PNG
(uncompressed) 𝐹inception PNG



JPEG Compression

PNG JPEG-90 JPEG-75

FID: 0 FID: 6.08 FID: 20.96



JPEG Compression

PNG JPEG-90 JPEG-75

FID: 0 FID: 6.08 FID: 20.96

> Compressed images look near identical to original.
> Compression changes features and downstream metrics.



JPEG Compression - Dataset

LSUN Outdoor
Churches Dataset

(JPEG-75 compressed)

z ∈ N (0, I)𝐺

Generated Images
FID: 4.00



JPEG Compression - Dataset

LSUN Outdoor
Churches Dataset

(JPEG-75 compressed)

z ∈ N (0, I)𝐺

Generated Images

FID: 4.00

JPEG
quality=000

(w/ uncompressed PNG)

FID: 3.48
(w/ JPEG-87 compression)



Discussion
> Evaluating generative models involves many steps.
> Image resizing and compression are crucial.

Recommendations  
> Pre-filter the image adaptively when resizing.
> Avoid Lossy compression schemes.
> Try out our library. (downloaded 20M+ times)

pip install clean-fid



Known issues with FID

•The Gaussian Assumption. 

•The large number of images required. 

•The low-level image processing details.

•The choice of feature extractor. 



The choice of feature extractor

The Role of ImageNet Classes in Fréchet Inception Distance. 
Tuomas Kynkäänniemi, Tero Karras, Miika Aittala, Timo Aila, Jaakko Lehtinen. ICLR 2023
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Replace Inception Network with CLIP

The Role of ImageNet Classes in Fréchet Inception Distance. 
Tuomas Kynkäänniemi, Tero Karras, Miika Aittala, Timo Aila, Jaakko Lehtinen. ICLR 2023

FID-CLIP 



What about Video Generation?



Fréchet Video Distance (FVD)

• 𝑓!: 𝑁 features extracted from a pretrained I3D network

• 𝜇" , Σ" : mean and covariance of the features from real videos

• 𝜇#, Σ# : mean and covariance of the features from generated videos

The performance of the video generator is then measured as:

FVD [Unterthiner, et al. arXiv, 2022]



Does FVD Align with Human Perception?

StyleGAN-v [Skorokhodov, et al. CVPR, 2022]
TATS [Ge, et al. ECCV, 2022]

LongVideoGAN [Brooks, et al. NeurIPS, 2022]
VideoPhy [Bansal, et al. arXiv, 2024]



FVD is biased towards per-frame quality 
than temporal consistency

Reference Videos Medium Spatial Corruption
No Temporal Corruption

FVD=317.10

Small Spatial Corruption
Severe Temporal Corruption

FVD=310.52



Quantifying Temporal Sensitivity

Reference 
Videos

(undistorted)

Spatially 
Distorted Videos

Spatio-Temporally 
Distorted Videos

Same distortion 
applied to each frame

Different distortion 
to each frame

Spatial 
FVD

Spatiotemporal 
FVD



Clean Videos Spatial Corruption Spatiotemporal 
Corruption

Quantifying Temporal Sensitivity



Temporal corruption doesn’t affect frame quality

[6] FID [Heusel, et al. arXiv, 2022]



Temporal corruption doesn’t affect frame quality

FVD’s temporal sensitivity = 
#$%!"#$%&$'("&)#*&#$%!"#$%#*

#$%!"#$%#*
×100%



Understand temporal sensitivity by comparing 
with self-supervised video features

CLIP-FID [Kynkäänniemi, et al. arXiv, 2022]
I3D [Carreira et al. CVPR, 2017]

VideoMAE-v2 [Wang et al. CVPR, 2023]



Case Study



Case study: StyleGAN-v

Default 

StyleGAN-V

With LSTM 

codes

StyleGAN-v [Skorokhodov, et al. CVPR, 2022]



Case study: StyleGAN-v

StyleGAN-v [Skorokhodov, et al. CVPR, 2022]



• FVD is highly biased towards per-frame quality over 
temporal consistency. 

• Using self-supervised features improve its sensitivity to 
the temporal quality.

• Our new FVD toolbox 
(https://github.com/songweige/content-debiased-fvd) 
is available with pip install cd-fvd.

Discussion

https://github.com/songweige/content-debiased-fvd


Summary

• FID lovers: Our state-of-the-art model improves 
MSCOCO FID from 6.8 to 6.75. 

• FID haters: we should stop using metrics and just look 
at the pixels. 

• Current takes: (1) use metrics with careful 
implementations; (2) use multiple evaluation 
protocols. (3) evaluate it on downstream applications. 



Evaluation with 
(Multimodal) LLM 



CLIPScore and VQAScore

CLIPScore: A Reference-free Evaluation Metric for Image 
Captioning. Jack Hessel e al., 2021

Evaluating Text-to-Visual Generation with Image-to-Text 
Generation. Zhiqiu Lin e al., 2024.



CLIPScore and VQAScore
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CLIPScore and VQAScore



TIFA with Question Answering

TIFA: Text-to-Image Faithfulness Evaluation with Question Answering
Yushi Hu e al., 2023.
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TIFA: Text-to-Image Faithfulness Evaluation with Question Answering 
Yushi Hu e al., 2023.



GenEval: Object-Focused Evaluation

GenEval: An Object-Focused Framework for Evaluating Text-to-Image Alignment 
Dhruba Ghosh et al., 2023.
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GenEval: An Object-Focused Framework for Evaluating Text-to-Image Alignment 
Dhruba Ghosh et al., 2023.



Which one shall we use?



How do we evaluate 
“evaluation metrics”?


